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ABSTRACT

In this paper we present our vision for a mobile network istfinac-
ture that embraces advances in virtualization to dynaigicae-
ate private, resource isolated, customizable, end-tavestdle net-
works. We describe an architecture for such a virtual peivadbile
network (VPMN) infrastructure and present a number of usesa
that illustrate the requirements and trade-offs to comside¢heir
realization and the benefits that can be achieved.
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INTRODUCTION

In this paper, we propose the use of the physical infrasiract
comprising a mobile wireless network as a platform thatrsfiiso-
bility asa service, much in the same way that servers in a data cen-
ter offer computing as a service. By applying the princigleidu-
alization to a mobile wireless network, the owner of a mohi¢-
work can open up the network’s building blocks, to be cotel
operated, and optimized by other entities, thereby dearmithe
physical infrastructure from the services that run on toft,aind
hence potentially enabling new types of services.

Server virtualization technologies have enabled and fli#ie
creation and growth of cloud computing. Cloud computinguimt
has radically changed the way data centers are managed and op
ated, and in fact the way business and casual users alikeiyerc
and interact with compute and storage resources. Speljifiaith
Infrastructure-as-a-Service cloud abstractions, compesources
can be instantiated on-demand from a seemingly unlimitexd @
resources, and can be given “personalities” (e.g., welabdate,
etc.) depending on the function they are to fulfill. These can
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then be plumbed together to realize multi-tier computekstaor
indeed clusters of compute resources targeting datasiveeand
compute-intensive workloads. In a nutshell, the effect lofid
technologies has been to liberate compute resources frsoke
special purpose components to a flexible pool of resourcste
operated in a highly automated fashion and whose functialeis
termined on-demand depending on workload requirements.

Virtualization and its close cousin, resource partitigpiare sim-
ilarly heavily used in network infrastructures. In entésprand data
center networks, virtual local area network (VLAN) techomy
is commonplace and continues to evolve. In backbone nesyork
virtualization in the form of different protocol familiedilizing a
single multiprotocol label switching (MPLS) core networvk;tual
private networks (both layer-2 and layer-3) and tunnelegptolo-
gies €.g., IPSec) are widely used and allow some degree of sharing
of common physical infrastructures.

However, except for a number of research efforts [1, 2, 3, th
network community has by and large not attempted to provide t
same level of automation, customization and pooling of ueses
in virtualized network infrastructures that is the hallkaf cloud
computing. There are several possible reasons for this sfaf-
fairs. First, networks provide connectivity between digtted en-
tities, and so, by their very nature are spread out and heote n
amenable to the pooling of resources. Second, beyond theat
of networking researchers to experiment with new protqcibls
actual need for customization of network functionality hiadarge
measure, remained elusive. Finally, because many ditfexemn
vices depend on the correct operation of the underlying owtw
networking operators and vendors typically need to be more ¢
servative in adopting new technology, especially when téel-
nology has the ability to modify the function of the network.

We take the position that the complexities inherent in moder
and evolving mobile network infrastructures demand a muokem
flexible and automated approach to network managementn8geco
this need is best met by fully exploiting the flexibility pided by
network virtualization and partitioning functionality. hird, that
such functionality provides for the ability to better praitéhe net-
work against emerging threats and enable new services;ialipe
when this functionality is combined with emerging cloud qut
ing and mobile device technologies. Finally, we argue ttia,
evolving nature of both the technology and traffic load of iteob
networks, combined with the strong separation betweenaiard
data planes inherent in these networks, mean that theyntrase
unique opportunity within the networking domain to applyvmerk
virtualization.

In this paper we present our vision for Virtual Private Mebil
Networks (VPMNS). In its most complete form, VPMN uses vir-
tualization and partitioning technologies to dynamicaltgate pri-
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vate, resource isolated, customizable, end-to-end maobtleorks

on a shared physical mobile network. We present an architect
for such an end-to-end VPMN framework based on long term evo-
lution (LTE) and evolved packet core (EPC) mobile techngpfog
However, we recognize that more modest versions of thi®wjsi
i.e., VPMNs that are not fully end-to-end, might be more firac
cal and indeed provide useful functionality. We illustrétes by

describing a number of VPMN use cases and how they might be

realized using LTE/EPC selection functions.

2. BACKGROUND

To provide context for our discussion, we briefly describe th
architecture for long term evolution (LTE) mobile netwarksd
the evolved packet core (EPC) below.

2.1 LTE/EPC Architecture

We provide a brief description of the LTE (Long Term Evolu-
tion) and Evolved Packet Core (EPC) system [4] in this sactio
LTE/EPC is an “All IP Network”, and both packet data and voice
services use IP. As depicted in Figure 1, LTE/EPC packetesyst
consists of three components: User Equipment (UE) (i.e.c#ll
phone or other mobile device), Radio Access Network (RANY, a
Core Network. LTE RAN consists of eNodeB (enhanced NodeB),
which communicates with mobile devices (i.e., UES) throtiyh
radio link and then forwards user packets to a S-GW. eNods® al
performs radio resource control and cooperates with MME-(Mo
bility Management Entity) for mobility management (e.gcé-

1The architecture would also readily apply to UMTS (3G) eowmir
ments.

2Technically LTE is only a radio access network (RAN) teclogyl

and other RAN technologies can make use of EPC. However, it

has become common practice to refer to the LTE/EPC combimati
simply as LTE.

tion update, handover). LTE packet core consists of MME \8-G
(Serving Gateway), and P-GW (PDN Gateway). MME is on the
LTE control plane (shown as dotted line in Figure 1) and entes
with HSS (Home Subscriber Server) for user authenticatioth a
mobility management. It also interacts with S-GW for datssgan
establishment/release. S-GW and P-GW are on the data path, a
their main function is packet routing/forwarding, traffiamage-
ment, and traffic accounting for billing. S-GW is also theeifiace
point for legacy cellular data systems (e.g., UMTS (or 3@)GW
acts as a gateway to the external network (e.g., the Injeamek
supports policy enforcement and chargido provide large ge-
ographic footprint and high quality service, a typical okl ser-
vice provider deploys multiple eNodeBs, MMEs, S-GWs, P-GWs
while the exact numbers may vary from one provider to another
Suppose a UE wants to connect to a server in the Internet, Firs
the UE sends an eNodeB a session establishment request,inhic
cludes an APN (Access Point Name) to specify the type of servi
(e.g., corporate VPN, Internet service). Then, the eNode® c
tacts an MME, which in turn looks up the subscriber informati
and finds which S-GW to contact for data session establishmen
for the requested APN. The contacted S-GW establishes &serv
session context with a P-GW. As mentioned above, the P-G%/ act
as a gateway to the Internet for the UE, and all the data packet
from the UE go through the P-GW. To achieve this, the eNodeB
uses a logical point-to-point link to the S-GW by encapsotaall
data packets from the UE using GTP (GPRS Tunneling Protocol)
which typically runs on top of UDP/IP. Similarly, the S-GWass
another GTP tunnel to the P-GW. Note that these logical goint
point links can span a large geographic area (e.g., using-@&r-
ing in the provider’s IP backbone) or even multiple contiiseje.g.,
in case of roaming). Upon receiving the GTP encapsulatel-pac
ets, the P-GW decapsulates the GTP header and further figswar
the original packets towards the final destination (e.gngusout-
ing information learned via BGP). The return traffic takesikir
steps in the reverse order.

3. AMOTIVATING EXAMPLE

In this section we consider a specific use case to illustrifte d
ferent requirements of the VPMN architecture. The use csse i
depicted in Figure 2 and involves an enterprise which hastlzleno
workforce who needs to access resources in the enterpride VP
while they are traveling, e.g., sales data from a corporataldse.

In a more extreme case, the mobile workforce might, for sgcur
reasons, be equipped with disk-less notebooks which relthen
enterprise VPN for all file accesses.

In our scenario, the enterprise also, on occasions, neadake
use of compute resources from a cloud computing provider. We
further assume that the mobile workforce need to utilizeftime-
tions that the enterprise hosts in the cloud. The top partigf F
ure 2 shows the data path such accesses would follow in a-“stan
dard” mobile network infrastructure: from the mobile deyjitraf-
fic would flow through the mobile network, out of the P-GW to a
provider network, before reaching the enterprise gatewage in-
side the enterprise, traffic would immediately exit agaimaute to
the cloud provider datacenter; return traffic would folldve same
path in reverse. This convoluted data path is clearly sulwap,
and depending on the application, might make it infeasibtete
enterprise to use cloud computing resources in this maeer,
thin-client applications.

The bottom part of Figure 2 shows a VPMN-based solution to

3For this, P-GW interacts with PCRF (Policy and Charging Bule
Function), which is not shown here for simplicity.



this problem. In this case we assume that the VPMN consists of
a P-GW co-located with the cloud infrastructure, and an S-GW
(or more likely a number of S-GWs to ensure geographic cover-
age). Traffic between mobile devices and the cloud infratire
can now follow the more direct path. However, it is quite flolss
that mobile devices would require simultaneous accesstarees
in both the cloud infrastructure as well as the enterpris&l \\Rfe
therefore assume that the VPMN S-GW has slightly modifiedfun
tionality from a regular S-GW in that it could route trafficaégher
the enterprise VPN or the cloud infrastructdre.

While perhaps somewhat contrived, this example is suffidcizn
identify a number of requirements for the VPMN architecture

VPMN control framework: VPMN requires a control framework
which has access to all potential VPMN locations, via a pe\ait-
of-band network. This control framework would export areint
face through which a trusted application and/or serviae, similar
to the cloud control function in our example, can specify fiinec-
tionality, placement and connectivity of VPMN nodes. Thgbu
such an interface the application would also be able to qgtley
network in order to request realistic placement decisions.

Virtual network elements. The network elements associated with a
VPMN should be virtualized and/or partitioned versionstofgical
network elements.

Soecialized network elements. The S-GW in our example was as-
sumed to have non-standard functionality.

Dynamic VPMN manipulation: Our example assumes that VPMN
creation would be coupled with the enterprise network mgvin
compute functions in the cloud. When the cloud resourceseare
moved, the VPMN should likewise be released.

VPMN selection function: There is a need to intercept and/or mod-
ify normal mobility signalling so that mobile nodes assteih
with a specific VPMN would be identified and associated with th
VPMN. In our example, this might have happened during the S-
GW selection process, so that the (normal) eNodeB would be in
structed to connect to the VPMN S-GW (rather than the “notmal
S-GW).

VPMN Inter-node connectivity: To allow VPMN network ele-
ments to communicate requires IP level connectivity betwbem.
While such communication can function across any IP netyiork
would be best provided by some type of VPN technology.

Note that the VPMN described in this example is a partial
VPMN, i.e., the VPMN network elements and resource isotgigo
limited to S-GW and P-GW functions. In the next section wd wil
generalize these requirements to develop a VPMN architectu

4. VPMN ARCHITECTURE

A conceptual picture of the Virtual Private Mobile Network
(VPMN) architecture is shown in Figure 3. Central to thistpie
is aVPMN controller that accepts VPMN related requests, such as
creation and manipulation, and interact with the infragtice to
fulfill them. The controller relies on a set of element crédge
stroy mechanisms to dynamically spawn mobility elementh wi
dedicated resources. Then the controller stitches theithdil ele-
ments together via a set of selection control mechanismishvene
also responsible for pinning the UEs into the associated MB br
the regular mobility network that co-exists with the VPMNSs.

“Note that other options are possible for realizing this ussec
E.g., the VPMN P-GW could be made to split the traffic destitzed
the cloud and VPN respectively and be placed closer to the NPM
S-GW location to ensure low latency to both. Such variatidos
not fundamentally change the resulting VPMN requirements.
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Figure 3: VPMN Architecture
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Virtualization and Partitioning Mechanisms: A simple form of
partitioning is to have separate physical resources dedida dif-
ferent VPMNSs. For example, a mobility provider may run two P-
GWs on two separate servers, each acting as the anchor poat f
particular APN (as shown in the top of Figure 4). Note thatiis t
case the two VPMNSs share physical resource up to a S-GW and
fork into different P-GWs. The bottom of the same figure shows
a more aggressive separation of enforcing isolated resalrthe
way.

With the advance of virtualization technologies and thelézcy
of using commodity hardware to host mobility infrastruet(.g.,,
S-GW and P-GW in LTE could be realized through software im-
plementation), we envision the encapsulation of mobilitydtions
into virtual machines. Running mobility functionality in VMs has
the following benefits: i) It allows us to dynamically spawrdi-
vidual pieces and tunnel them together to create VPMN igst®n
or mobility network functionality in general, satisfyinige require-
ments of virtual network elements and dynamic VPMN manipula
tion mentioned in the previous section. ii) It simplifies thgti-
mization and customization of VPMN instances, for exampdem
ing P-GW VMs closer to cloud resources or integrating a medifi
S-GW, as shown in Figure 2

Virtualized packet core network elements (MME, S-GW, P-GW)
can be placed anywhere in the infrastructure, as long asvél-I
connectivity (and transport capacity) is provided. Thigesy at-
tractive for VPMN as it allows network resources to be coessd
a single pool from which core network elements can be inisteaat
as needed based on capacity and functionality requireriexntm
a similar manner as virtual machine allocation in cloud cotnp
ing. The same is not true for network elements in the radiessc
network, which are relatively more difficult to virtualizertition.
These network elements, i.e., eNodeB, manage resourcespat a
cific geographic location and typically utilize speciatizeardware

5In an early prototype of the VPMN functionality in a UMTS en-
vironment, we have been running a UMTS GGSN implementation
in a virtual machine and integrated it with our productioade
mobility lab.



to realize radio access control. In this case, we can resaech- systems, which runs inside the radio network controller GRnd
niques to ensure the isolated usage among different userexF controls the power usage and bandwidth states of each dmanec

ample, via modified radio resource control [5] radio researcan mobile device. A static set of parameters can be highly stifnap

be partitioned for allocation to different VPMNs. for certain types of streaming applications but if the pagters of
Selection Control Mechanisms:Both 3G and LTE networks are  the state-machine are allowed to be modified, they can berbett
heavily relying on signaling among the mobility componejds tuned to a service, thereby improving battery life and penfmce
There are plenty of opportunities to intercept or modify se¢ec- of mobile devices. For example, the authors in [6, 7] perfxim
tion procedures and thus inject the logic to realize VPMNasap an optimization of the radio resource control state-maelfidn the
tion. If we consider the top of Figure 4 to be a partial redioa popular audio-streaming application, Pandora and fouat ttie

of VPMN, the selection of which P-GW to use depends on the S- changes made to the state machine made the battery utifizati
GW performing a DNS resolution of the access point name (APN) a mobile device streaming from Pandora much more efficieme. T

provided by the UE. In fact, almost all network element stbec VPMN framework can be used to create network slices thatiiel
in LTE is done through DNS lookups [4], thus by hooking inteth  all or some of the components of the mobility network, in vhic
DNS resolution function, we can flexible control both the ttoh third party application service providers are granted drdgver

plane and data plane elements used by a UE. To realize ttabott the parameters of the slice, without interfering with thst i@ the
part of Figure 4, we might need to place some identify infdroma network. This may be particularly helpful in customizingg the-
on the UE, so that it can only be admitted to a subset of cektew havior of the network for various type of other cellular-oected
For example, we can modify the eNodeB’s implementation such devices other than mobile handsets, such as sensors.

that a UE’s attachment request is only accepted if the HS$heas

information of the UE being part of a particular VPMN. 5.2 Sandboxing
As mobile devices become more sophisticated, they haviedtar
5. VPMN USE CASES to emerge as prime targets for Internet perpetrators. 8Sleygres

of malware designed for mobile devices have been discowmred
the past few years [8] [9]. Such mobile malware can potdwptiz
used for a wide range of malicious activities, such as stgaen-
sitive user information, distributed denial of serviceaakt against
network infrastructure, etc. Therefore, it is crucial foolile net-
work operators to detect and track infected mobile devinekeir
networks. Similarly, mobile operators may want to trackioas
untrusted or vulnerable devices (i.e., jailbroken devickEices
5.1 Mobility-as-a-service with specific OS version, etc.) due to their potential to hathrer

The capital-intensive infrastructure required to buildak scale ~ users and the network infrastructure. _
mobility network can be made available in the form of a vitua ~ One appealing strategy to achieve this is by using the VPMN ar

We envision that, in a manner analogous to how server virtual
ization radically changed data center management, easeef m
agement and the ability to use resources in a more flexiblearan
will be a driver for mobile network virtualization, thus dslag
VPMN. However, noting the accelerated utility of servertwai-
ization once it enabled cloud services, in this section wesicter
further use cases enabled by VPMN.

network to organizations that wish to have a network of tbain chitecture to create sandbox environments for infectechbusted
but do not want to spend the required capital. Resourcesedeed Mmobile devices. More specifically, a network operator cavie
by such a virtual network can be allocated in an always-alskl service to such untrusted devices through a VPMN slice which
manner or dynamically, as and when/where needed. There are aSe€rves as a sandbox. By isolating and tightly-controllinghsa
least two distinct advantages to this: sandbox environment, mobile operators would be able taeptot
Secondary mobility networks: Mobility virtual network op- the rest of their networks of potentially harm from untraistée-
erators (MVNOSs) are companies that employ the infrastrectd vices. For instance, a group of infected mobile deviceskittg
a primary operator to offer mobility services directly tcdemsers. ~ the network infrastructure would only affect the VPMN slitet
Most MVNOs share only the radio access portion (RAN) of the they are in without disturbing the rest of the network. Fastpe-
primary mobile network operator and operate the rest of thiila tion at a finer granularity, network operators may chooseeate
network elements on their own. The reason for this is thatts: a different sandbox environment for different kinds of usted
of market entry for a new mobile service provide has been dom- devices. That way, malicious activities of the devices dtee by
inated by the cost of spectrum and the cost of installingutasll @ Specific malware would only affect the devices which haee th
base stations with back-hauls to provide adequate covevilite same infection. Alternatively, an operator might want toreno
the cost of the remaining part of the mobile network is stilaler closely monitor devices that has been identified as takimgipa
than that of building a country-wide RAN, handling large @ver- an emerging network attack and/or threat. In this case thieete
increasing volumes of data requires non-trivial resoufoesper- might be served by a VPMN equipped with specialized monitpri

ations and management in the rest of the mobility networke Th €quipment.
high cost of a country-wide network also keeps governmeahag .
cies (law enforcement, emergency response, etc.) frordibgibut 5.3 Latency Reduction

a dedicated network of their own from scratch, even thougly th Despite the rapid pace of adoption of data-centric services
have a real need to have their own mobile network. The VPMN mobile devices, mobility networks are often primarily usesan
framework promises to lower the barrier to entry by alloogtie- unintelligent transport to ultimately reach a gateway t@tnects
sources to the secondary operators (or government agpas &gl to the Internet (the P-GW in the case of LTE - see Figure 1).tRou
when needed, thereby allowing us to view the mobility network as  ing of packets within the mobility network is based on thedlogy
a cloud platform providing mobility as a service. of elements within the mobility network with respect to tloed-
Customizing network parameters: In certain scenarios, appli-  tion of the user, rather than the type of application a mobder
cation service providers may wish to modify parametersimsie is accessing. This approach is suboptimal for applicatibasare
mobility network to better suit their service offering. As exam- latency sensitive in that there is no awareness within thkilityo

ple, consider the radio resource control state-machin&ioelular network of the services that are being utilized and consatyue



the network provides no support for the possibility of erdiag
those services. This situation is further exacerbated @éyatt that
current mobile networks are a monolithic closed systemisciizr
best to the common services (voice, web-browsing, etc.g¢das
industry wide standards, but do not allow sufficient contradr the
building blocks of the mobility network that is needed foifelien-
tiation or innovation to provide support for services/apgtions
with specialized requirements. Latency-sensitive sessi@re one
such class of services.

The VPMN framework can be used to dynamically instantiate
a slice in the mobility network that allows for redirectiom $pe-
cialized nodes in the network, allowing for reduction inefagty.
Further, since a separate virtual network is instantiabec fgiven
service, control mechanisms and parameters of the viretalork
can be dynamically optimized by the third party service jex
that provides the latency sensitive service. Examples tehty
sensitive applications that would benefit from latency ridu of-
fered by the VPMN infrastructure include:

Content distribution — One possibility is placing content servers
closer to mobile users, within the mobility network.

Gaming — The VPMN framework can help here by allowing for
redirection to special dedicated mobility network elers€®-GW,
P-GW, etc.) that are topologically positioned to minimiaéehcy
between gaming endpoints.

Offloading computation — Interactive applications that require
computation to be offloaded from a mobile device onto conmguti
infrastructure (see for example [10, 11]) can benefit frorariay
reduction. Indeed this was implied by our motivating exasnipl
Section 3. In this case performance can be improved, or new ap
plications enabled, if the computing resource is made {atthe
mobility network, placed as close as possible to the motsler u
(e.g. one extreme case would be to have a small server at aseh b
station) and made accessible inside a separate slice.

6. RELATED WORK

Virtualization of network resources has been used before in
wired networks and to a lesser extent in wireless networks.

Wired networks: Planetlab [12], a global scale experimental
overlay network, uses network virtualization to allow saeisers
to share the same infrastructure. The ShadowNet framewlgrk [
consists of dedicated nodes comprising carrier grade swnp
(routers, switches, servers) attached to an operatiogral tback-
bone, that enables testing of new network operational anthge
ment functions. VINI [2] is a virtual network infrastructibuilt on
top of Planetlab. Emulab [3] is a centralized testbed thatlates
topologies and also utilizes virtualization for concutrgimaring be-
tween experiments.

Wireless networks: Virtualization of the mobile network’s ra-
dio resources has recently been studied in the context of axiM
[5]. Here, the authors have focused on virtualizing the spet
resource at the radio interface of a WiMax network, using w&-flo
based scheduling system in which slices are provisionechby t
time-scheduler. Other work has focused on providing faarsh
of the downlink resources in WiMax to the different virtudites
[13] and providing a virtual WiMax base station for use witf d
ferent virtual slices within the WiMax network [14]. Whildl éhe
above approaches focus on virtualizing the radio resowacdgle-
vices, our work focuses on virtualizing all the elementshia tore
mobility network including the radio resources.

7. DISCUSSION AND CONCLUSION

We presented the concept of Virtual Private Mobile Networks
(VPMNSs) as a means to dynamically create private, resos@e i
lated, customizable, end-to-end mobile networks. From@ar-o
ational perspective this approach allows network ressutoee
considered a flexible pool of assets which can be dynamicaly
lized as needed. Perhaps more importantly, however, wsienvi
the VPMN approach to enable new service abstractions, iediyec
where services or application need to interact with the agtw
more closely, or customize network behavior.

We note that some of the use cases we presented can be read-
ily achieved with relatively small modifications to standlaap-
proaches. Indeed using such standard functionality is tgral
part of our approach. The key open question we are investgat
at the moment is whether there is a “sweet spot” in terms of the
extent or coverage of the VPMN approach. For example, Vittua
ing and customizing the radio access network might be teakpi
feasible and would enable new functionality and servicestég-
tion against subtle radio access or control plane attacksadio
access protocols specialized for specific services). Hewegal-
izing such functionality at scale might not be economicédigsi-
ble. On the flip side, applying the VPMN approach to packeecor
components is eminently doable. Exploring these trade-afid
the detailed mechanism to realize VPMN are topics of our onggo
research.
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